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Abstract
In the paper two models of spatial analysis are considered. The models are 
dedicated for spatial analysis of ecological factors distribution, such as distribution 
of contaminant concentration on researched territory. The models are created 
using the method of machine learning  – gradient boosting. In order to build 
the models we have used open source effective library CatBoost. Functions AUC 
and Accuracy were calculated for each model. MultiClass – integrated function 
of CatBoost library was used for loss minimization. For solving the problem, it 
was necessary to define affiliation of searched point from test dataset to one 
of four classes. This problem belongs to the type of classification, or rather 
multiclassification. As a result of the studies, an effective model was obtained that 
allows one to perform with sufficient accuracy the spatial forecast of the factor 
distribution at points and regions of the studied field with an unknown gradient 
value of this factor. This model works adequately with a training dataset of 0.5% 
of all analyzed information about the object.
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INTRODUCTION

Geographical approaches to understanding origins of environmental problems are 
quite often used (Ilieş et al., 2017). Currently, an urgent problem in ecology is the 
study of the spatial distribution of various factors (Beketova et al., 2019; Gallego-ál-
varez et al., 2014; Glass et al., 1995; Jerrett et al., 2003; Ramazanova et al., 2019). 
These factors can be divided into groups:

1) natural factors (temperature, pressure, soil salinity, biodiversity, etc.);
2) technogenic factors (concentration of pollutants, soil degradation, drying out

of water bodies, etc.);
3) factors associated with human life (the spread of diseases, mortality and fertili-

ty, population, etc.).

A huge amount of work has been devoted to studying the influence and dis-
tribution of these factors. (Azhayev et al., 2020; Berdenov et al., 2017; T. Z. Li et al., 
2009; Matlovič and Matlovičová, 2012, 2020; Ribeiro et al., 2013; Safarov et al., 2019; 
Sexton et al., 2002; Vicente et al., 2014). The knowledge of the spatial distribution of 
such factors allows us to draw conclusions about the degree of influence, dynamics 
and directions of distribution, helps to identify the main trends in the change in the 
situation associated with the influence of the factor on the environment. In addition, 
these data allow us to make predictions of the situation over time. (Berrocal et al., 
2010; Ilieș et al., 2019; Mihincău et al., 2019; Paci et al., 2013; Sahu et al., 2009).

When implementing spatial analysis, the problem of lack of data, or uneven 
distribution of data, often arises. For example, Meyer et al. (Meyer et al., 2019) pre-
sented a map of the location of weather stations in Antarctica (Figure 1). The figure 
shows that the weather stations are located unevenly on the mainland and there 
are not many data sources. When the question arises of obtaining extended data 
at other points located not near the stations, it is necessary to consider various ap-
proaches of spatial forecasting. The most common computer modeling methods 
are statistical methods of interpolation and extrapolation. Currently, computer 
models obtained through the application of machine learning approaches, in par-
ticular neural networks, are gaining more and more popularity (R. Li et al., 2020; 
Murtagh et al., 2000; Shoji and Kawakami, 2006).

The problem of spatial prediction of the distribution of factors is the significant 
non-linearity of the existed dependencies (Casati et al., 2004; Madadgar and Mo-
radkhani, 2014). Non-linearity is due to the specificity of the task, the influence of 
the landscape, weather conditions, the mixed sources of the factor, etc. In such an-
alytical problems as forecasting, including spatial forecasting, decisions are based 
on known available data and the more known data we have, the more detailed the 
forecast can be. But, often, as in the example of Antarctica, there is not much data. 
This is due to the technical complexity or cost of analysis, the inaccessibility of loca-
tions for sampling, lack of human resources to perform monitoring analytical work.
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Figure 1 
Location of weather stations in Antarctica (according to the Antarctic Meteo-Climatological 

Observatory of Italy, the Long Term Ecological Research (LTER) programme, the United 
States Department of Agriculture (USDA), the Antarctic Meteorological Research  

Center at the University of Wisconsin (UWISC))
Source: Meyer et al., 2019

Classical interpolation methods can be used to build good enough forecasts 
only if the set of known data is evenly distributed in space, in compliance with 
a certain mesh structure. In cases where this is not possible, it is recommended to 
use more complex computer models, for example, using neural network technolo-
gies or gradient boosting (GB) (Abadi et al., 2016; Yuan, 2015).

Along with neural networks, gradient boosting technology has confidently take 
the place in solving complex nonlinear problems. Gradient boosting is a class of 
algorithms that works best on heterogeneous data, that is, in cases where an object 
is described by a set of different data: temperature, height, weight, age, other infor-
mation (Körner et al., 2018; Xiong et al., 2018). Therefore, gradient boosting is widely 
used to solve various problems in medicine, in the field of economics, in marketing, 
in industry, when creating artificial intelligence, when performing search queries, 
etc. Also, unlike neural networks, the use of gradient boosting is much simpler. 
Since for the successful use of a neural network it is necessary to be able to design 
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a network architecture that can effectively solve the problem. In the case of using 
gradient boosting, the task is simplified, since we feed the available data, and 
at the output we get a working model. In other words, gradient boosting works 
like a “black box”, the model is automatically generated based on the algorithms 
embedded in the library (Natekin and Knoll, 2013; Prokhorenkova et al., 2018).

Gradient boost models work on the basis of the so-called “decision trees” 
(Figure 2). The model is built in parts. First, one decision tree is built, which may 
not produce very good quality. Then another decision tree is built, which improves 
the quality. This happens hundreds, thousands or tens of thousands of times, after 
which a large model is obtained that can already find complex patterns within the 
data (Natekin and Knoll, 2013).

Figure 2 
The principle of constructing a gradient boosting model based on decision trees

In this article, we present the results of a study of solving the problem of spatial 
forecasting of the distribution of a factor classified into several groups. For solving 
the problem, the machine learning method - gradient boosting was used. The 
proposed model can be applied, for example, to the study of the spatial distribu-
tion of the pollutant (for example, heavy metals in the soil), divided into hazard 
classes (I-IV hazard class) or into classes by relation the concentration of pollutant 
to MPC (class 1 - pollutant concentration below MPC, Grade 2 - at the MPC level, 
Grade 3 - above the MPC). There can be many approaches to classification; the type 
of classification is selected when solving an applied problem.

DATA AND METHODS

1.  Object of study

As the object of study, we take an image (Figure 3), which rather well imitates the 
spatial distribution of the concentration factor, for example, the distribution of the 
concentration of the pollutant. The image is made in four gradients of gray. So, it is 
known that in computer graphics the gradation of gray (from white to black) lies in 
the range from 0 to 255. Four gradients are included in the given image: 0 - black, 
85 - dark gray, 170 - light gray, 255 - white. Image dimensions 197x256 pixels, total 
pixels - 50432.
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Figure 3 
Model image taken as a data source for solving an analytical problem

2.  Gradient boosting library

To solve this problem, we used the CatBoost library, an open source product from 
Yandex. The CatBoost library is distinguished by the fact that it has a wide func-
tionality for studying the learning process, a wide range of functions for assessing 
the effectiveness of model training, and good tools for visualizing learning results 
(Prokhorenkova et al., 2018). In addition, since gradient boosting models can work 
with heterogeneous data, there is no need to implement procedures of normaliza-
tion - renormalization data. The model works with its own input parameters “as is”, 
showing adequate results.

3.  Gradient boosting models

Models were developed in Python (ver. 3.7) in the Jupyter Notebook environment.
During the study, two models were built. In the first model (SpatialCB1), the 

coordinates X and Y were used as input parameters, and the gray gradient at X.Y 
point was obtained as the output parameter (Figure 4).

In the second model (SpatialCB2), in addition to the X, Y coordinate parame-
ters, it was also supplied the data about the nearest point with known data from 
the training dataset. So, additional parameters were chosen: the distance to the 
nearest point, a gray gradient at the nearest point (Figure 5).

The prototype for this approach was the well-known interpolation method 
called the “k-nearest neighbor method”. K-nearest neighbor method (k-nearest 
neighbors algorithm, k-NN) is a  metric algorithm for automatic classification of 
objects or regression. In the case of using the method for classification, the object is 
assigned to the class that is the most common among k neighbors of this element, 
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the classes of which are already known (Kung et al., 2012; Lee, 2017). In the case of 
using the method for regression, the object is assigned an average value over the 
k nearest objects to it, the values of which are already known. In a weighted way 
of implementing this method, not only the number of certain classes that fall into 
the region, but also their remoteness from the new value are considered (Biau et 
al., 2011). Figure 6 shows an example of k-nearest-neighbor classification. The test 

Figure 4 
Scheme of the gradient boost model SpatialCB1.

X, Y – coordinates, G – the gradient of the desired point.

Figure 5 
Scheme of the gradient boost model SpatialCB2.

X, Y – coordinates, DNN – distance to nearest neighbor point, GNN – gradient of nearest 
neighbor point, G – gradient of the desired point.

Figure 6 
Example of classification by the method of k-nearest neighbors

Author: Antti Ajanki (“File:KnnClassification.svg - Wikimedia Commons,” n.d.)
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sample (green circle) must be classified as a blue square (class 1) or as a red triangle 
(class 2). If k = 3, then it is classified as 2nd class, because inside the smaller circle 
there are 2 triangles and only 1 square. If k = 5, then it will be classified as 1st class (3 
squares against 2 triangles inside the larger circle).

For building the models CatBoostClassifier the class of the CatBoost module 
was used. Model parameters were set the same and have the following values:
eval_metric = ‘AUC’ – evaluation metric, the metric by which the model’s perfor-
mance on a test set is calculated. AUC – one of the most popular quality assess-
ment functions in classification problems – the area under the error curve or ROC 
curve (Cortes and Mohri, 2004). The error curve or ROC-curve is a graphical char-
acteristic of the quality of the binary classifier, the dependence of the rate of true 
positive classifications on the rate of false positive classifications when varying the 
threshold of the decision rule (Hernández-Orallo, 2013). Figures 7 and 8 show ex-
amples of ROC curves. The graphs show that for the most accurately working mod-
el, the area under the error curve (AUC) will be 1.

Figure 7 
The shape of the ROC-curve in the case when the right or wrong decision  

is made as a result of „random fortune-telling“

Figure 8 
The shape of the ROC curve when using a fairly good model
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iterations = 40 – iterations number. The number of repetitions of the model train-
ing procedure.
random_seed = 63 – the number used to generate random numbers when work-
ing with the built-in randomizer of the CatBoostClassifier class.
learning_rate = 0.01 – learning rate.
loss_function = ‘MultiClass’ – loss function. This function is used to reduce errors 
during model training. The ‘MultiClass’ function allows you to find the probability 
of each given class to be the right answer, while the total probability of all classes 
is 1.0 (“Multiclassification: objectives and metrics - CatBoost. Documentation,” n.d.). 
Since in our problem the number of classes in the output is four, the type of the 
problem is multiclassification.
custom_loss = [‘AUC’, ‘Accuracy’] – functions calculated during model training. Ob-
servation of these functions allows you to better understand how well the model is 
trained and how adequate results it can show on the test sample. ‘Accuracy’ func-
tion – proportion of correct algorithm responses (Jiang et al., 2018):
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early_stopping_rounds = 20. This parameter is responsible for the number of train-
ing iterations during which a decrease or increase in the loss function is observed. 
If the loss function does not decrease, the learning algorithm stops.

RESULTS AND DISCUSSION

Two gradient boosting models were tested with varying training dataset sizes from 
50 to 10000 elements. The results of the models are shown in table 1.

Table 1  Spatial prediction results using gradient boosting models

Training 
dataset  

size

% of the 
training 
dataset 

from the 
total data

Model

SpatialCB1 SpatialCB2

AUC Accuracy Learning 
time AUC Accuracy Learning 

time

50 0.099 0.28 0.2 132 ms 0.16 0.90 256 ms

100 0.198 0.19 0.6 94 ms 0.84 0.70 215 ms

250 0.496 0.62 0.52 141 ms 0.91 0.86 446 ms

500 0.991 0.62 0.62 185 ms 0.96 0.91 371 ms

1000 1.983 0.83 0.65 269 ms 0.98 0.95 548 ms

5000 9.914 0.95 0.77 7 s 437 ms 0.98 0.97 547 ms

10000 19.827 0.96 0.76 9 s 678 ms 0.99 0.98 847 ms



SOLVING OF CLASSIFICATION PROBLEM IN SPATIAL ANALYSIS APPLYING  
THE TECHNOLOGY OF GRADIENT BOOSTING CATBOOST

120 • Folia Geographica, Volume 62, No. 1, 112–126, (2020)

The study revealed that already with a training sample of 250 points (~ 0.5% of 
the total data), the SpatialCB2 model shows an efficiency similar to that achieved 
with the SpatialCB1 model with a training sample of 5000 points, which is almost 
10% of the total data. In other words, in order to get adequate results on the Spa-
tialCB1 model, we need to have 10% of the total amount of information, while 
in the case of the SpatialCB2 model, 0.5% of the known amount of data will be 
enough. Figures 9 and 10 show the results of the two models under consideration 
with different sizes of the training dataset. Figure 11 shows an approximate distri-
bution of points of a training dataset of different volumes in order to visually see 
the required amount of information about the object under study.

Analyzing the visualized results of the models, it is clear that with a small sample 
size of 50 points, the SpatialCB1 model detects the most common gradient and 
gives a “dark gray” answer to any coordinate. In this case, all the points that fall into 
the area with the given color gradient are automatically determined as “correct”, 
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the SpatialCB1 model, this picture is repeated until the training sample reaches
1000 points, i.e., almost 2% of all points of the model image. In this case, several 
points lying on a light gray gradient are correctly determined. The smallest areas
- white and black on this model begin to be determined only when using the 
training sample size of 5000 points (~ 10%). On this model, the efficiency does
not exceed 76%. 

On the SpatialCB2 model, with a small training sample of 50 points, points lying
in areas with dark gray and light gray gradients are quite well defined. Plots with 
all four gradients begin to be determined at N = 250. This model is characterized 
by the presence of errors at the boundaries of the transition from one gradient to 
another. Thus, this model shows an efficiency 20 times higher.

N = 50  N = 250  N = 500 

N = 1000  N = 5000    N = 10000 
 

Fig. 9 Visualization of the results of spatial forecasting using the SpatialCB1 model (N - 
volume of the train dataset, green dots - correctly defined values, red dots - incorrectly

defined values)

Figure 9 
Visualization of the results of spatial forecasting using the SpatialCB1 model 

(N - volume of the train dataset, green dots - correctly defined values, 
red dots - incorrectly defined values)
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and the points lying in the areas with other gradients are “incorrect”. On the Spatial-
CB1 model, this picture is repeated until the training sample reaches 1000 points, 
i.e., almost 2% of all points of the model image. In this case, several points lying on 
a light gray gradient are correctly determined. The smallest areas - white and black 
on this model begin to be determined only when using the training sample size of 
5000 points (~ 10%). On this model, the efficiency does not exceed 76%.

On the SpatialCB2 model, with a small training sample of 50 points, points lying 
in areas with dark gray and light gray gradients are quite well defined. Plots with 
all four gradients begin to be determined at N = 250. This model is characterized 
by the presence of errors at the boundaries of the transition from one gradient to 
another. Thus, this model shows an efficiency 20 times higher.

Based on the data obtained, it is possible to visualize the sampling grid neces-
sary to perform a spatial forecast using the developed models, provided that we 
have information from 50 locations on the study area (for example, sampling sites).
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N = 50          N = 250      N = 500 

     
                      N = 1000                  N = 5000    N = 10000 
 
Fig. 10 Visualization of the results of spatial forecasting using the SpatialCB2 model (N - 
volume of the train dataset, green dots - correctly defined values, red dots - incorrectly 

defined values) 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10 
Visualization of the results of spatial forecasting using the SpatialCB2 model 

(N - volume of the train dataset, green dots - correctly defined values, 
red dots - incorrectly defined values)
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Figure 11 
Visualization of train dataset (N - volume of the train dataset,  

yellow dots – place of certain point from dataset)
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N = 50  N = 100  N = 250   N = 500 

N = 1000                N = 5000                N = 10000 
 

Fig. 11 Visualization of train dataset (N - volume of the train dataset, yellow dots – place 
of certain point from dataset)

Based on the data obtained, it is possible to visualize the sampling grid
necessary to perform a spatial forecast using the developed models, provided
that we have information from 50 locations on the study area (for example,
sampling sites).

For the SpatialCB1 model, the minimum information for an adequate forecast is
10%. We take each sampling location as a square with a certain area. Then 50
squares is 10%, and 500 squares will be the entire investigated area. That is, for 
an adequate analysis, a grid of 500 cells can be superimposed on the study area.
For the SpatialCB2 model, the minimum information for an adequate forecast is
0.5%. Then, for this model, 50 squares is 0.5%, and 10 000 squares will be the
entire investigated area. That is, for an adequate analysis at 50 points studied, a 
grid of 10 000 cells can be superimposed on the study area. A visualized

For the SpatialCB1 model, the minimum information for an adequate forecast 
is 10%. We take each sampling location as a  square with a  certain area. Then 
50 squares is 10%, and 500 squares will be the entire investigated area. That is, for 
an adequate analysis, a grid of 500 cells can be superimposed on the study area. 
For the SpatialCB2 model, the minimum information for an adequate forecast is 
0.5%. Then, for this model, 50 squares is 0.5%, and 10 000 squares will be the entire 
investigated area. That is, for an adequate analysis at 50 points studied, a grid of 
10 000 cells can be superimposed on the study area. A visualized representation of 
such grids is shown in Figure 12. Figure 12 shows how a more detailed picture can 
be obtained using the SpatialCB2 model.

For an even more cleare understanding of the results, let us consider Pavlodar 
city (Kazakhstan) as an example. The area of the city is – 352.3 km2. Then, in the 
case of the first model, each square under consideration will have an area equal 
to 0.7046 km2 or 704 600 m2. That is, if we take 50 samples to the entire territory 
of the city, then each sample will provide conditional information about an area 
of 704 600 m2 (i.e., a square of 839 meters in length and 839 meters in width). In 
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the case of the second model, the square area will be – 35 230 m2 (i.e., a square of 
188 m in length and 188 m in width), which is almost 20 times smaller than in the 
case of the first model. If, for example, we take 100 points to the city, then, using 
the SpatialCB2 model, one point will be a territory with an area of 17 615 m2 (i.e., 
a square of 133 m in length and 133 m in width).

CONCLUSIONS

As a result of the studies, two gradient boosting models were obtained for spa-
tial analysis of the distribution of various factors, in particular the distribution of 
the concentration of the pollutant. The SpatialCB2 model showed an efficiency 20 
times higher than the SpatialCB1 model. This result was achieved due to the fact 
that in the second model, information about the nearest neighboring point (dis-
tance to the neighboring point and the gradient of the neighboring point) was ad-
ditionally introduced as parameters by analogy with the k-nearest neighbor meth-
od. This model works adequately with a training sample of 0.5% of all analyzed 
information about the object. The analysis showed that for the study area of 352.3 
km2 with the available data for 100 grid elements, the analytical segment of the 
grid will occupy an area of 17 615 m2, which is equivalent to a square of 133x133 m.

Thus, an effective version of the model was obtained for spatial analysis of the 
distribution of a certain factor using the technology of machine learning - gradient 
boosting. The model is based on the CatBoost library.

Figure 12 
Visualization of spatial forecast detailing using SpatialCB1 (left)  

and SpatialCB2 (right) models
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representation of such grids is shown in Figure 12. Figure 12 shows how a more 
detailed picture can be obtained using the SpatialCB2 model. 

 

     
Fig. 12 Visualization of spatial forecast detailing using SpatialCB1 (left) and SpatialCB2 

(right) models 

 

For an even more cleare understanding of the results, let us consider Pavlodar 
city (Kazakhstan) as an example. The area of the city is – 352.3 km2. Then, in the 
case of the first model, each square under consideration will have an area equal 
to 0.7046 km2 or 704 600 m2. That is, if we take 50 samples to the entire territory 
of the city, then each sample will provide conditional information about an area of 
704 600 m2 (i.e., a square of 839 meters in length and 839 meters in width).  In 
the case of the second model, the square area will be – 35 230 m2 (i.e., a square 
of 188 m in length and 188 m in width), which is almost 20 times smaller than in 
the case of the first model. If, for example, we take 100 points to the city, then, 
using the SpatialCB2 model, one point will be a territory with an area of 17 615 
m2 (i.e., a square of 133 m in length and 133 m in width). 
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